Analysis of Variance

GOALS

When you have
completed this chapter,
you will be able to:

List the
characteristics of
the F distribution.

Conduct a test of

hypothesis to
determine whether
the variances of two
populations are equal.

Discuss the general
idea of analysis of
variance,

Organize data into
a one~-way ANOVA
table.

Conduct a test of

hypothesis among
three or more treatment
means.

Develop confidence
intervals for the
difference in treatment

means.

i
A grocery store wants to monitor the amount of withdrawals that its customers make from
automatic teller machines (ATMs) located within their stores. They sample 10 withdrawals
from each location: Use a .01 level of significance to test if there is a difference in the mean
amount of money withdrawn, based on the output on page 369. (See Goal 5 and
Exercise 29.)



Characteristics of the
Fdistribution

Analysis of Variance 345

Introduction

In this chapter we continue our discussion of hypothesis testing. Recall that in Chap-
ters 10 and 11 we examined the general theory of hypothesis testing. We described
the case where a large sample was selected from the population. We used the z dis-
tribution (the standard normal distribution) to determine whether it was reasonable to
conclude that the population mean was equal to a specified value. We tested whether
two population means are the same. We also conducted both one- and two-sample
tests for population proportions, again using the standard normal distribution as the

“distribution of the test statistic. We described methods for conducting tests of means

where the populations were assumed normal but the samples were small (contained
fewer than 30 observations). In that case the t distribution was used as the distribution
of the test statistic. In this chapter we expand further our idea of hypothesis tests. We
describe a test for variances and then a test that simultaneously compares several
means to determine if they came from equal populations.

The F Distribution

The probability distribution used in this chapter is the F distribution. It was named to
honor Sir Ronald Fisher, one of the founders of modern-day statistics. This probabil-
ity distribution is used as the distribution of the test statistic for several situations. It is
used to test whether two samples are from populations having equal variances, and it
is also applied when we want to compare several population means simultaneously.
The simultaneous comparison of several population means is called analysis of vari-
ance (ANOVA). In both of these situations, the populations must follow a normal dis-
tribution, and the data must be at least interval-scale.

What are the characteristics of the F distribution?

1. There is a “family” of F distributions. A particular member of the family is de-
termined by two parameters: the degrees of freedom in the numerator and the de-
grees of freedom in the denominator. The shape of the distribution is illustrated by
the following graph. There is one F distribution for the combination of 29 degrees
of freedom in the numerator and 28 degrees of freedom in:the denominator. There
is another F distribution for 19 degrees in the numerator and 6 degrees of freedom
in the denominator. Note that the shape of the curves changes as the degrees of
freedom changes.

df = (6, 6)

Relative frequency

2. The F distribution is continuous. This means that it can assume an infinite num-
ber of values between zero and positive infinity.
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3. The F distribution cannot be negative. The smallest value F can assume is 0.
4. Itis positively skewed. The long tail of the distribution is to the right-hand side.
As the number of degrees of freedom increases in both the numerator and de-
nominator the distribution approaches a normat distribution.
5. It is asymptotic. As the values of X increase, the F curve approaches the X-axis
“but never touches it. This is similar to the behavior of the normal distribution, de-
scribed in Chapter 7.

Comparing Two Population Variances

The F distribution is used to test the hypothesis that the variance of one normal pop-
ulation equals the variance of another normal population. The following examples will
show the use of the test:

» Two Barth shearing machines are set to produce steel bars of the same length.
The bars, therefore, should have the same mean length. We want to ensure that in
addition to having the same mean length they also have similar variation.

» The mean rate of return on two types of common stock may be
the same, but there may be more variation in the rate of return
in one than the other. A sample of 10 Internet stocks and
10 utility stocks shows the same mean rate of return, but there
is likely more variation in the Internet stocks.

« A study by the marketing department for a large newspaper
found that men and women spent about the same amount of
time per day reading the paper. However, the same report indi-
cated there was nearly twice as much variation in time spent
per day among the men than the women.

The F distribution is also used to test assumptions for some
statistical tests. Recall that.in the previous chapter when small
samples were assumed, we used the t test to investigate
whether the means of two independent populations differed. To
employ that test, we assume that the variances of two normal

populattons are the same. See this list of assumptions on page 323. The F distribu-

tion provides a means for conducting a test regarding the variances of two normal
populations.

Regardless of whether we want to determine if one population has more variation
than another population or validate an assumption for a statistical test, we first state
the null hypothesis. The null hypothesis could be that the variance of one normal pop-
ulation, o4, equals the variance of the other normal population, o3. The alternate hy-
pothesis is that the variances differ. in this instance the null hypothesss and the
alternate hypothesis are:

= 2
HO 0'1 0'2

H1 5& 0'2

To conduct the test, we select a random sample of n; observations from one popula-
tion, and a sample of n, observations from the second population. The test statistic is
defined as follows.

N

TEST STATISTIC FOR COMPARING TWO VARIANCES F=2S

12-1
5 [12-1]
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The terms s% and s3 are the respective sample variances. The test statistic follows
the F distribution with ny; — 1 and n, — 1 degrees of freedom. In order to reduce the
size of the table of critical values, the larger sample variance is placed in the numera-
tor; hence, the tabled F ratio is always larger than 1.00. Thus, the right-tail critical
value is the only one required. The critical value of F for a two-tailed test is found by
dividing the significance level in half (/2) and then referring to the appropriate degrees
of freedom in Appendix G. An example will illustrate.

Lammers Limos offers limousine service
@ from the city hall in Toledo, Ohio, to Metro

Airport in Detroit. Sean Lammers, presi-
| dent of the company, is considering two
routes. One is via U.S. 25 and the other
via I-75. He wants to study the time it
W takes to drive to the airport using each
route and then compare the results. He
collected the following sample data,
which is reported in minutes. Using the
.10 significance level, is there a difference
| in the variation in the driving times for the
| two routes?

U.S. Route 25 Interstate 75

52 59
67 60
56 61
45 51
70 56
54 63
64 57

65

The mean driving times along the two routes are nearly the same. The mean time is
58.29 minutes for the U.S. 25 route and 59.0 minutes along the |-75 route. However,
in evaluating travel times, Mr. Lammers is also concerned about the variation in the
travel times. The first step is to compute the two sample varigrices. We'll use formula
(3-11) to compute the sample standard deviations. To obtain the sample variances,
we square the standard deviations.

U.S. Route 25
w2
K=3X_408 _roog oo ,IE(X X) _ [28543 _ g 9047
n 7 n—1 7 —1
Interstate 75
w2
X=32X_22 _5900 = [PXZX"_ N 182 _ 43753
n 8 n—1 8 — 1

There is more variation, as measured by the standard deviation,.in the U.S. 25 route
than in the I-75 route. This is somewhat consistent with his knowledge of the two
routes; the U.8. 25 route contains more stoplights, whereas I-75 is a limited-access in-
terstate highway. However, the I-75 route is several miles longer. It is important that
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the service offered be both timely and consistent, so he decides to conduct a statisti- "
cal test to determine whether there really is a difference in the variation of the two

routes.

The usual five-step hypothesis-testing procedure will be employed.

Step 1:

Step 2:
Step 3:
Step 4:

We begin by stating the null hypothesis and the alternate hypothesis. The
test is two-tailed because we are looking for a difference in the variation
of the two routes. We are not trying to show that one route has more vari-
ation than the other.

Hy: 0% = 03
H, 65 % 03

We selected the .10 significance level.

The appropriate test statistic follows the F distribution.

The critical value is obtained from Appendix G, a portion of which is re-
produced as Table 12-1. Because we are conducting a two-tailed test, |
the tabled significance level is .05, found by «/2 = .10/2 = .05. There are g
ny —1 =7 — 1 = 6 degrees of freedom in the numerator, and n, — 1 =
8 — 1 = 7 degrees of freedom in the denominator. To find the critical
value, move horizontally across the top portion of the F table (Table 12-1
or Appendix G) for the .05 significance level to 6 degrees of freedomin |
the numerator. Then move down that column to the critical value oppo- |
site 7 degrees of freedom in the denominator. The critical value is 3.87. |
Thus, the decision rule is: Reject the null hypothesis if the ratio of the |
sample variances exceeds 3.87.

TABLE 12-1 Critical Values of the F Distribution, a = .05

Step 5:

Degrees of Degrees of Freedom for Numerator
Freedom for
Denominator 5 6 7 8
1 230 234 237 239
2 19.3 19.3 194 19.4
3 9.01 8.94 8.89 8.85
4 6.26 6.16 6.09 6.04
5 5.06 495 488 482
6 439 4.28 4.21 415
L7 3.97 [3.87 3.79 3.73]
8 3.69 3.58 3.50 3.44
9 3.48 3.37 3.29 3.23
10 3.33 3.22 3.14 3.07

The final step is to take the ratio of the two sample variances, determine |
the value of the test statistic, and make a decision regarding the null hy- -
pothesis. Note that formula (12-1) refers to the sample variances but we |
calculated the sample standard deviations. We need to square the stan-
dard deviations to determine the variances.

F= 5% _ (8.9947) _ 4.03

s (4.3753)

The decision is to reject the null hypothesis, because the computed F |
value (4.23) is larger than the critical value (3.87). We conclude that there |.
is a difference in the variation of the travel times along the two routes.
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As noted, the usual practice is to determine the F ratio by putting the larger of the two
sample variances in the numerator. This will force the F ratio to be at least 1.00. This
allows us to always use the right tail of the F distribution, thus avoiding the need for
more extensive F tables.

A logical question arises regarding one-tailed tests. For example, suppose in the
previous example we suspected that the variance of the times using the U.S. 25 route
is larger than the variance of the times along the 1-75 route. We would state the null
and the alternate hypothesis as

Hy: 0% < o3
Hi: 0% > o3

The test statistic is computed as s3/s3. Notice that we labeled the population with the
suspected largest variance as population 1. So s§ appears in the numerator. The F ra-
tio will be larger than 1.00, so we can use the upper tail of the F distribution. Under
these conditions, it is not necessary to divide the significance level in half. Because
Appendix G gives us only the .05 and .01 significance levels, we are restricted to these
levels for one-tailed tests and .10 and .02 for two-tailed tests unless we consult a
more complete table or use statistical software to compute the F statistic.

The Excel software system has a procedure to perform a test of variances. Below
is the output. The computed value of F is the same as determined by using formula
(12-1). The computed value of F is highlighted by shading.

Eipeietis 8 -
HEY Ee  Edt Wew lnsert Famat o Jooks  pogastst Deta Window  Help v v Ca - fu o A v § g
DSEREG I MR L R A ' R R R I B
L aelel ;- s uizEzaBE e %, WOEREO-A

) i T E 71 F._1 6 1 H 1 d =i
... F-Test Two-Sample for Varlances '

ntarstate 755
3!

8 B4
El D404;
19 F Critical ane-tail 3.8650:
1
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L2001
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EE)
Y w\sheet1 (Sheets { Shests / L4l

Read;

Self-Review 12—1 -Steele Electric Products, Inc. assembles electrical components for cell phones. For the last

— 10 days Mark Nagy has averaged 9 rejects, with a standard deviation of 2 rejects per day.
Debbie Richmond averaged 8.5 rejects, with a standard deviation of 1.5 rejects, over the
same period. At the .05 significance level, can we conclude that there is more variation in
the number of rejects per day attributed to Mark?

Exercises

1.  What is the critical F value for a sample of six observations in the numerator and four in the
denominator? Use a two-tailed test and the .10 significance level.
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2. What is the critical F value for a sample of four observations in the numerator and seven in
the denominator? Use a one-tailed test and the .01 significance level.
8. The following hypotheses are given.
Hg: CT% - 0'%
H1: 0'% * 0'%
A random sample of eight observations from the first population resulted in a standard de-
viation of 10. A random sample of six observations from the second popuiation resulted in
a standard deviation of 7. At the .02 significance level, is there a difference in the variation
of the two populations?
4. The following hypotheses are given.

HO:O'%SO'%

g2 2
Hy: 0% > o3

A random sample of five observations from the first population resulted in a standard devi-
ation of 12. A random sample of seven observations from the second population showed
a standard deviation of 7. At the .01 significance level, is there more variation in the first
population?

5. Arbitron Media Research, Inc. conducted a study of the radio listening habits of men and
women. One facet of the study involved the mean listening time. It was discovered that the
mean listening time for men was 35 minutes per day. The standard deviation of the sample
of the 10 men studied was 10 minutes per day. The mean listening time for the 12 women
studied was also 35 minutes, but the standard deviation of the sample was 12 minutes. At
the .10 significance level, can we conclude that there is a difference in the variation in the
listening times for men and women?

6. A stockbroker at Critical Securities reported that the mean rate of return on a sample of 10
oil stocks was 12.6 percent with a standard deviation of 3.9 percent. The mean rate of re-
turn on a sample of 8 utility stocks was 10.9 percent with a standard deviation of 3.5 per-
cent. At the .05 significance level, can we conclude that there is more variation in the
oil stocks?

ANOQOVA Assumptions

Another use of the F distribution is the analysis of variance (ANOVA) technique in
which we compare three or more population means to determine whether they could
be equal. To use ANOVA, we assume the following:

1. The populations follow the normal distribution.
2. The populations have equal standard deviations (o).
3. The populations are independent.

When these conditions are met, F is used as the distribution of the test statistic.

Why do we need to study ANOVA? Why can’t we just use the test of differences
in population means discussed in the previous chapter? We could compare the treat-
ment means two at a time. The major reason is the unsatisfactory buildup of Type | er-
ror. To explain further, suppose we have four different methods (A, B, C, and D) of
training new recruits to be firefighters. We randomly assign each of the 40 recruits in
this year’s class to one of the four methods. At the end of the training program, we ad-
minister to the four groups a common test to measure understanding of firefighting
techniques. The question is: Is there a difference in the mean test scores among the
four groups? An answer to this question will allow us to compare the four training
methods.

Using the t distribution to compare the four population means, we would have to
conduct six different t tests. That is, we would need to compare the mean scores for
the four methods as follows: A versus B, A versus C, A versus D, B versus C, B versus
D, and C versus D. If we set the significance level at .05, the probability of a correct
statistical decision is .95, found by 1 — .05. Because we conduct six separate (inde-~
pendent) tests the probability that we do not make an incorrect decision due to sam-
pling in any of the six independent tests is:
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P(All correct) = (.95)(.95)(.95)(.95)(.95)(.95) = .735

To find the probability of at least one error due to sampling, we subtract this result
from 1. Thus, the probability of at least one incorrect decision due to sampling is
1 —.735 = .265. To summarize, if we conduct six independent tests using the t distri-
bution, the likelihood of rejecting a true null hypothesis because of sampling error is
increased from .05 to an unsatisfactory level of .265. It is obvious that we need a bet-
ter method than conducting six t tests. ANOVA will allow us to compare the treatment
means simultaneously and avoid the buildup of the Type | error. :

ANOVA was developed for applications in agriculture, and many of the terms re-
lated to that context remain. In particular the term treatment is used to identify the dif-
ferent populations being examined. The following illustration will clarify the term
treatment and demonstrate an application of ANOVA.

Joyce Kuhlman manages a regional financial center. She wishes to compare the pro-
ductivity, as measured by the number of customers served, among three employees.
Four days are randomly selected and the number of customers served by each em-
ployee is recorded. The results are:

Wolfe White Korosa

55 66 47
54 76 51
59 67 46
56 7 48

Is there a difference in the mean number of customers served? Chart 121 illustrates
how the populations would appear if there was a difference in the treatment means.
Note that the populations follow the normal distribution and the variation in each pop-
ulation is the same. However, the population means are not the same.

Korosa~

Probability
Emp)o‘yeé o

Hy Ho

Customers
served

CHART 12—1 Case Where Treatment Means Are Different

Suppose the populations are the same. That is, there is no difference in the (treat- |
ment) means. This is shown in Chart 12-2. This would indicate that the population :
means are the same. Note again that the populations follow the normal distribution
and the variation in each of the populations is the same.
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Probability

Hi=Ha= U3
Customers
served

CHART 12-2 Case Where Treatment Means Are the Same

—

The ANOVA Test

How does the ANOVA test work? Recall that we want to determine whether the vari-
ous sample means came from a single population or populations with different means.
We actually compare these sample means through their variances. To explain, recall
that on page 350 we listed the assumptions required for ANOVA. One of those as-
sumptions was that the standard deviations of the various normal populations had to
be the same. We take advantage of this requirement in the ANOVA test. The underly-
ing strategy is to estimate the population variance (standard deviation squared) two
ways and then find the ratio of these two estimates. If this ratio is about 1, then logi-
cally the two estimates are the same, and we conclude that the population means are
the same. If the ratio is quite different from 1, then we conclude that the population
means are not the same. The F distribution serves as a referee by indicating when the
ratio of the sample variances is too much greater than 1 to have occurred by chance.

Refer to the financial center example in the previous section. The manager
wants to determine whether there is a difference in the mean number of customers
served. To begin, find the overall mean of the 12 observations. It is 58, found by
(55 + 54 + - - - + 48)/12. Next, for each of the 12 observations find the difference be-
tween the particular value and the overall mean. Each of these differences is squared
and these squares summed. This term is called the total variation. ‘

TOTAL VARIATION The sum of the squared differences between each observation
and the overall mean.

In our example the total variation is 1,082, found by (65 — 58)? + (54 — 882 + - - - +
(48 — 58)2.

Next, break this total variation into two components: that which is due to the
treatments and that which is random. To find these two components, determine the
mean of each of the treatments. The first source of variation is due to the treatments.

TREATMENT VARIATION The sum of the squared differences between each treatment
mean and the grand or overall mean.
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In the example the variation due to the treatments is the sum of the squared dif-
ferences between the mean of each employee and the overall mean. This term is 992.
To calculate it we first find the mean of each of the three treatments. The mean for
Wolfe is 56, found by (65 + 54 -+ 59 + 56)/4. The other means are 70 and 48, respec-
tively. The sum of the squares due to the treatments is:

(56 — 58)2 + (56 — 58)2 + - - - + (48 — 58)2 = 4(56 — 58)2 + 4(70 — 58)2 + 4(48 — 58)2
=992

If there is considerable variation among the treatment means, it is logical that this term
will be large. If the treatment means are similar, this term will be a small value. The
smallest possible value would be zero. This would occur when all the treatment means
are the same and equal to the overall mean.

The other source of variation is referred to as the random component, or the er-
ror component.

RANDON VARIATION The sum of the squared differences between each observation
and its treatment mean.

In the example this term is the sum of the squared differences between each value
and the mean for that particular employee. The error variation is 90.

(65 — 562 + (54 — 56 + - - - + (48 — 48> = 90
We determine the test statistic, which is the ratio of the two estimates of the pop-
ulation variance, from the following equation.

Estimate of the population variance based on
_ _ the differences among the sample means
Estimate of the population variance based on
the variation within the samples

Our first estimate of the population variance is based on the treatments, that is,
the difference between the means. It is 992/2. Why did we divide by 2? Recall from
Chapter 3, to find a sample variance [see formula (3—11)], we divide by the number of
observations minus one. In this case there are three treatments, so we divide by 2. Our
first estimate of the population variance is 992/2.

The variance estimate within the treatments is the random variation divided by the
total number of observations less the number of treatments. That is 90/(12 — 3). Hence,
our second estimate of the population variance is 90/9. This is actually a generalization
of formula (11-5), where we pooled the sample variances from two populations.

The last step is to take the ratio of these two estimates.

_992/2
F= 90/9

Because this ratio is quite different from 1, we can conclude that the population
means are not the same. There is a difference in the mean number of customers
served by the three employees.

Here’s another example of the ANOVA technique which deals with samples of dif-
ferent sizes. It will provide additional insight into the technique.

= 49.6

Professor James Brunner had the 22 students in his 10 A.M. Introduction to Market-
ing rate his performance as Excellent, Good, Fair, or Poor. A graduate student col- |
lected the ratings and assured the students that Professor Brunner would not receive |
them until after course grades had been sent to the Registrar’s office. The rating (i.e.,
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the treatment) a student gave the professor was matched with his or her course grade,
which could range from 0 to 100. The sample information is reported below. Is there a
difference in the mean score of the students in each of the four rating categories? Use
the .01 significance level.

Course Grades

Excellent Good Fair Poor
94 75 70 68
90 68 73 70
85 77 . 76 72
80 83 78 65
88 80 74
68 65

65

We will follow the usual five-step hypothesis-testing procedure.

Step 1:

Step 2:
Step 3:
Step 4:

Step 5:

State the null hypothesis and the alternate hypothesis. The null hy-
pothesis is that the mean scores are the same for the four ratings.

Ho: by = po = pg = py

The alternate hypothesis is that the mean scores are not all the same for :
the four ratings.

Hy: The mean scores are not all equal.

We can also think of the alternate hypothesis as “at least two mean
scores are not equal.”

If the null hypothesis is not rejected, we conclude that there is no dif-

ference in the mean course grades based on the instructor ratings. If Hy
is rejected, we conclude that there is a difference in at least one pair of
mean ratings, but at this point we do not know which pair or how many
pairs differ.
Select the level of significance. We selected the .01 significance level.
Determine the test statistic. The test statistic follows the F distribution.
Formulate the decision rule. To determine the decision rule, we need
the critical value. The critical value for the F statistic is found in Appendix
G. The critical values for the .05 significance level are found on the first
page and the .01 significance level on the second page. To use this table
we need to know the degrees of freedom in the numerator and the de-
nominator. The degrees of freedom in the numerator equals the number
of treatments, designated as k, minus 1. The degrees of freedom in the
denominator is the total number of observations, n, minus the number of
treatments. For this problem there are four treatments and a total of 22
observations.

Degrees of freedom in the numerator =k —~1=4-1=3
Degrees of freedom in the denominator = n — k=22 ~ 4 = 18

" Refer to Appendix G and the .01 significance level. Move horizontally

across the top of the page to 3 degrees of freedom in the numerator.
Then move down that column to the row with 18 degrees of freedom. The
value at this intersection is 5.09. So the decision rule is to reject H, if the
computed value of F exceeds 5.09.

Select the sample, perform the calculations, and make a decision. It
is convenient to summarize the calculations of the F statistic in an
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ANOVA table. The format for an ANOVA table is as follows. Statistical
software packages also use this format. v

ANOVA Tahle
Source of Sum of Degrees of
Variation Squares Freedom Mean Square F
Treatments SST k—1 SST/(k — 1) = MST MST/MSE
Error SSE n—k SSE/(n — K = MSE
Total SS total n-1

There are three values, or sum of squares, used to compute the test statistic £ |
You can determine these values by obtaining SS total and SSE, then finding SST by ¢
subtraction. The S8 total term is the total variation, SST is the variation due to the |
treatments, and SSE is the variation within the treatments.

We usually start the process by finding SS total. This is the sum of the squared |
differences between each observation and the overall mean. The formula for finding |
SS total is:

SS total = J(X — Xg)? [12-2]

where:

X is each sample observation.
Xg is the overall or grand mean. The subscript G refers to the “grand” mean.

Next determine SSE or the sum of the squared errors. This is the sum of the
squared differences between each observation and its respective treatment mean.
The formula for finding SSE is:

SSE = 3(X — X, [12-3]
where:

X, is the sample mean for treatment c. The subscript ¢, refers to the particular
column.

The detailed calculations of SS total and SSE for this example follow. To deter-
mine the values of SS total and SSE we start by calculating the overall or grand mean.
There are 22 observations and the total is 1,664, so the grand'mean is 75.64.

- 1,664 _
Xo = 1224 = 75.64
Excellent  Good Fair Poor Total
94 75 70 68
90 68 73 70
85 77 76 72
80 83 78 65
88 80 74
68 65
65
Column total 349 391 510 414 1664
n 4 5 7 4] 22
Mean 87.25 78.20 72.86 69.00 75.64
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Next we find the deviation of each observation from the grand mean, square those de-
viations, and sum this result for all 22 observations. For example, the first student who
rated Dr. Brunner Excellent had a score of 94 and the overall or grand mean is 75.64.
So (X — Xe) = 94 — 75.64 = 18.36. To find the value for the first student who rated Dr.
Brunner Good: 75 — 75.64 = —0.64. The calculations for all students follow.

Excellent Good Fair Poor
18.36 —-0.64 —b5.64 -7.64
14.36 ~7.64 ] ~2.64 —5.64

936 136 © 036 —~3.64
4,36 7.36 2.36 —-10.64
12.36 4,36 —1.64
—7.64 -10.64

-10.64

Then square each of these differences and sum all the values. Thus for the first student:

(X — Xg? = (94 — 75.64)? = (18.36)% = 337.00.

Finally sum all the squared differences as formula (12-2) directs. Our SS total value

is 1,485.09.
Excelient Good Fair Poor Total
337.09 0.41 31.81 58.37
206.21 58.37 6.97 31.81
87.61 1.85 0.13 13.25
19.0 5417 5.57 113.21
152.77 19.01 2.69
58.37 113.21
113.21
Total 649.91 267.57 235.07 332.54 1,485.09

To compute the term SSE find the deviation between each observation and its treat-
ment mean. In the example the mean of the first treatment (that is the students who |
rated Professor Brunner “Excellent”) is 87.25. The first student earned a score of 94, so |
X — X,) = (94 — 87.25) = 6.75. For the first student in the “Good” group (X — X,) =
(75 — 78.20) = —3.20. The details of each of these calculations follow.

Excellent Good Fair Poor
6.75 —~3.2 —2.86 -1
2.75 -10.2 0.14 1

—2.25 -1.2 3.14 3
—~7.25 4.8 5.14 —4
9.8 7.14 5
—4.86 -4

—7.86

Each of these values is squared and then summed for all 22 observations. The values
are shown in the following table.
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Excellent Good Fair Poor Total
45,5625 10.24 8.18 1
7.5625 104.04 0.02 1
5.0625 1.44 9.86 9
52.5625 23.04 26.42 16
96.04 50.98 25
23.62 16
61.78
Total 110.7500 234.80 180.86 68 594.41

So the SSE value is 594.41. That is (X — X,)2 = 594.41.
Finally we determine SST, the sum of the squares due to the treatments, by
subtraction. ‘

SST = 88 total — SSE [12-4]
For this example:
SST = SS total — SSE = 1,485.09 — 594.41 = 890.68.

To find the computed value of F, work your way across the ANOVA table. The degrees
of freedom for the numerator and the denominator are the same as in step 4 above
when we were finding the critical value of £ The term mean square is another ex-
pression for an estimate of the variance. The mean square for treatments is SST di-
vided by its degrees of freedom. The result is the mean square for treatments and is
written MST. Compute the mean square error in a similar fashion. To be precise, di-
vide SSE by its degrees of freedom. To complete the process and find F, divide MST |
by MSE.

Insert the particular values of F into an ANOVA table and compute the value of F
as follows.

Source of Sum of Degrees of
Variation Squares Freedom Mean Square F
Treatments 8390.68 3 296.89 8.99
Error 594.41 18 33.02

Total 1,485.09 21

The computed value of F is 8.99, which is greater than the critical value of 5.09,
so the null hypothesis is rejected. We conclude the population means are not all equal.
The mean scores are not the same in each of the four ratings groups. It is likely that
the grades students earned in the course are related to the opinion they have of the
overall competency and classroom performance of Dr. Brunner the instructor. At this
point we can only conclude there is a difference in the treatment means. We cannot
determine which treatment groups differ or how many treatment groups differ.

EVET RPENT T, TR
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As noted in the previous example, the calculations are tedious if the number of
observations in each treatment is large. There are many software packages that will
output the results. Following is the Excel output in the form of an ANOVA table for the
previous example involving student ratings in Dr. Brunner's Introduction to Marketing.
There are some slight differences between the software output and the previous cal-
culations. These differences are due to rounding.
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Edt Vew Imset Formet Jools MegaStat Data Window Help %3 v €y - s A CIEE O
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&

TH 1.1 K1
Anova: Single Factor

SUMMARY

SumiAverage |Varlance
349) 8725, 3B

Notice Excel uses the term “Between Groups” for “Treatments” and “Within Groups”
for “Error.” However, they have the same meanings. The p-value is .0007. This-is the
probability of finding a value of the test statistic this large or larger when the null hy-
pothesis is true. To put it another way, it is the likelihood of calculating an F value
larger than 8.99 with 3 degrees of freedom in the numerator and 18 degrees of free-
dom in the denominator. So when we reject the null hypothesis in this instance there
is a very small likelihood of committing a Type | error!

Following is the MINITAB output from the student ratings example, which is simi-
lar to the Excel output. The output is also in the form of an ANOVA table. In addition,
MINITAB provides information about the differences between means. This is dis-
cussed in the next section.

| Be £t Opa Cok 2 Greoh Efler Joos Wndow ko

Loe
AN [Excellent] Good
poow 78] 70 68

Welcone £o Hinitvab, press Fl for help.

2| One-way ANOVA: Excallent, Good, Falr, Poor

55 ns ¥ ¥
3 890.7 296.9 B.5% 0.G0L
18 5944 33,0
21 1335.1

R-%q » 59.98% R-Sg{ed)} » 53.30%

87,250
78.200
32.857
63.000

The MINITAB system uses the term factor instead of freatment, with the same in-
tended meaning.
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Self-Review 12-2 Citrus Clean is a new all-purpose cleaner being test marketed by placing displays in three
different locations within various supermarkets. The number of 12-ounce bottles sold from
each location within the supermarket is reported below.

Near bread 18 14 19 17
Near beer 12 18 10 18
Other cleaners 26 28 30 32

At the .05 significance level, is there a difference in the mean number of bottles sold at the
three locations?

(a) State the null hypothesis and the alternate hypothesis.
(b) What is the decision rule? _

(c) Compute the values of SS total, SST, and SSE.

(d) Develop an ANOVA table. '

(&) What is your decision regarding the null hypothesis?
Exercises

7. The following is sample information. Test the hypothesis that the treatment means are
equal. Use the .05 significance level.

Treatment 1 Treatment 2 Treatment 3
8 3 3
6 2 4
10 4 5
9 3 4

a. State the null hypothesis and the alternate hypothesis.
b. What is the decision rule?
c. Compute SS8T, SSE, and SS total.
d. Complete an ANOVA table.
e. State your decision regarding the null hypothesis.
8. The following is sample information. Test the hypothesis at the 05 s:gmflcance level that the
treatment means are equal.

Treatment 1 Treatment 2 " Treatment 3
9 13 10
7 20 9
11 14 15
g9 13 14
12 15
10

a. State the null hypothesis and the alternate hypothesss
b. What is the decision rule?
c¢. Compute SST, SSE, and SS total.
d. Complete an ANOVA table.
e. State your decision regarding the null hypothesis.
9. A real estate developer is considering investing in a shopping mall on the outskirts of At-
lanta, Georgia. Three parcels of land are being evaluated. Of particular importance is the in-
come in the area surrounding the proposed mall. A random sample of four families is
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selected near each proposed mall. Following are the sample results. At the .05 significance
level, can the developer conclude there is a difference in the mean income? Use the usual
five-step hypothesis testing procedure.

Southwyck Area Franklin Park Old Orchard
($000) ($000) ($000)
64 74 75
68 71 80
70 69 76
60 70 78

10. The manager of a computer software company wishes to study the number of hours senior
executives spend at their desktop computers by type of industry. The manager selected a
sample of five executives from each of three industries. At the .05 significance level, can she
conclude there is a difference in the mean number of hours spent per week by industry?

Banking Retail Insurance
12 8 10
10 8 8
10 ] 6
12 8 8
10 10 10

Inferences about Pairs
of Treatment Means

Suppose we carry out the ANOVA procedure and make the decision to reject the null
hypothesis. This allows us to conclude that all the treatment means are not the same.
Sometimes we may be satisfied with this conclusion, but in other instances we may
want to know which treatment means differ. This section provides the details for such
a test.

Recall the example regarding student opinions and final scores in Dr. Brunner’s In-
troduction to Marketing. We concluded that there was a difference in the treatment
means. That is, the null hypothesis was rejected and the alternate hypothesis ac-
cepted. If the student opinions do differ, the question is: Between which groups do the
treatment means differ?

Several procedures are available to answer this question. The simplest is through
the use of confidence intervals, that is, formula (9-2). From the MINITAB output of the
previous example (see page 358), note that the sample mean score for those students
rating the instruction Excellent is 87.250, and for those rating the instruction Poor it is
69.000. Thus, those students who rated the instruction Excellent seemingly earned
higher grades than those who rated the instruction Poor. Is there enough disparity to
justify the conclusion that there is a significant difference in the mean scores of the
two groups?

The t distribution, described in Chapters 10 and 11, is used as the basis for this
test. Recall that one of the assumptions of ANOVA is that the population variances are
the same for all treatments. This common population value is the mean square error,
or MSE, and is determined by SSE/(n — k). A confidence interval for the difference be-
tween two population means is found by:

CONFIDENCE INTERVAL FOR THE S 11
DIFFERENCE IN TREATMENT MEANS (X —X,) = E/MSE(E + ,,—J [12-5]




